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Abstract. Aiming at the motion blur problem caused by handheld camera shake and object movement in 

the process of photo acquisition, an image deblur algorithm based on depth separable convolution lightweight 

generative adversarial network was proposed. Firstly, a depth separable convolution residual block with self-

attention mechanism is introduced in the generator. Secondly, Transpose convolution module is replaced by 

the Pixel-Shuffle up-sampling module. Finally, The combination of perceptual loss and relativistic generative 

adversarial loss can effectively alleviates the mode collapse problem of traditional GAN and improves the 

stability of model training. Experimental results show that compared with Deblur-GAN the number of 
parameters of the proposed algorithm is significantly reduced, the deblurring time of a single image is 

reduced by 50%, the deblurring image is clearer in subjective vision, and the objective evaluation indexes of 

image quality such as peak signal-to-noise ratio and structural similarity are also significantly improved. 

Keywords: image deblurring, Generative adversarial nets, self-attention, deep learning, depth separable 

convolution, relativistic average discriminator. 

1. Introduction 

The task of image deblurring is to recover the clear image from the blurred image. In recent years, it has 

been applied to medical imaging, criminal case detection, astronomical remote sensing and other fields [1][2], 

it has become a research hot spot in the field of computer vision and image processing. According to whether 

the blur kernel is known, it can be generally divided into non-blind deblurring and blind deblurring. Most of 

the early studies focused on non-blind deblurring, such as Rudin et al. [3] proposed the Total Variation (TV) 

regularization algorithm, and Xu et al. [4] estimated clear images by piecewise function approximation L0 

norm as the image gradient regularization term. Kim et al. [5] proposed TV-L1 model in 2014 and achieved 

good results. 

However, in the actual situation, most of the blur kernel are non-uniformly distributed and unknowable, 

so it becomes necessary to study the blind area blur algorithm. The traditional blind deblurring algorithm 

[6][7] is based on the estimation of the blur kernel by statistical algorithm, that is, the prior information of 

the image is obtained first. The information is modeled and fitted to a function consistent with the prior 

information distribution of the clear image. The fitted function is used as a blur kernel to estimate the clear 

image. Michaeli et al. [8] applied an internal patch cross-scale recurrence prior to blind image deblurring. In 

different scales of clear images, the probability of a certain image block appearing in similar image blocks is 

much higher than that in blur images. The optimal blur kernel is found by maximizing the cross-scale block 

similarity. With the rapid development of deep learning technology, more and more deblurring algorithms 

based on deep learning are proposed. SUN et al. [9] use convolutional neural networks (CNN) to predict the 

probability distribution of motion blur to estimate the image blur kernel, and recover the clear image 

according to the blur kernel. But blur kernel estimation takes too long and the result of deblurring depends on 

blur kernel estimation. 

In order to make the image deblurring model more generalized, researchers proposed an end-to-end 

deblurring algorithm based on neural network. Nah et al. [10] proposed a multi-scale neural network called 

DeepDeblur, which adopts the end-to-end algorithm from coarse to fine to greatly improve the performance 

of deblurring algorithm. The model has good deblurring effect and good generalization performance, and can 
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adapt to a variety of blur cases. However, the multi-scale method consumes too much computation power 

and makes a lot of meaningless calculations. As Goodfellow et al. [11] proposed Generative Adversarial 

Nets (GAN), GAN has been widely applied in the field of computer vision. Based on GAN and residual 

network ideas, Kupyn et al. [12] proposed DeblurGAN algorithm, which realizes end-to-end image 

deblurring based on conditional generative adversarial network. Compared with previous algorithms, the 

algorithm not only processed images faster, but also achieved better visual effects, higher peak signal-to-

noise ratio and structural similarity. Based on DeblurGAN as the basic framework, this paper proposes a 

lightweight generation adversity-network image deblurring algorithm based on depth separable convolution. 

2. The proposed method 

The network architecture in this paper adopts generative adversarial network, which was proposed by 

Goodfellow et al. In 2014. The core idea of generative adversarial network is the game between generator 

network (G) and discriminator network (D). The generator's job is to take input and produce new data, the 

discriminator's job is to take real data and generated data, and to differentiate as much as possible. The goal 

of the generator is to generate enough data to fool the discriminator by constantly updating the network 

weights, and the discriminator is also updating the network to achieve the optimal discriminant effect. 

The model training process is about the minimax game of (1), that is, on the premise that the 

discriminator can maximize the distinction between true and false data, the distribution gap between 

generated data and real data is minimized to minimize the value of the whole formula: 

  
( ) ( )~ ~min max ( , ) [log ( )] [log(1 ( ( )))]

data x z zx p z p
G D

V D G E D x E D G z= + −  (1) 

where E represents mathematical expectation, X~Pdata(x) indicates that data X follows a real data distribution, 

D(x) represents probability that the discriminator determines that real data is true, Z~Pdata(z) indicates that 

data Z represents random noise subject to Gaussian distribution, G(Z) represents generated data obtained by 

random noise Z through generator G, and D(G(Z) represents probability that the discriminator judges 

generated data to be true. 
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Fig. 1 Text generator network 

2.1. Generator Structure 

The structure of the generator network in this paper is shown in Fig. 1. The generator inputs blur pictures 

and outputs the restored pictures after deblurring, and trains the generator network to obtain the optimal 

weight value by using back propagation, so as to achieve the best deblurring effect of the generator on blur 

pictures. 

First, a 7×7 convolution layer is used to extract low-dimensional features, and then two lower sampling 

layers with convolution kernels of 3×3 are used for image down-sampling. The activation functions are 

LeakyReLU and the normalization layer is removed, with the number of convolution kernels of 64, 128, 256 

respectively. LeakyReLU function has the advantages of high computational efficiency, back propagation, 

and fast network convergence. It also solves the problem of neuron death in ReLU function, making the 

model more stable. In the task of image deblurring [10], it has been proved that removing the normalization 

layer can improve network performance and reduce computational complexity. BN layers normalize the 

features using mean and variance in a batch during training and use estimated mean and variance of the 

whole training datasets during testing. When the statistics of training and testing datasets differ a lot, BN 

layers tend to introduce unpleasant artifacts and limit the generalization ability. then, 9 depth separable 
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convolution residual blocks (DSCRB) containing the attention layer were used for depth feature extraction 

with 256 convolution kernels. After that, the feature map passes through two upper sampling layers of 

PixelShuffles, and the number of convolution kernels is 128, 64 respectively. Finally, the feature map passes 

through a 7×7 convolution layer and Tan(h) activation function are used to generate a clear image after 

deblurring. In addition, for the whole network model, residual connection is added between input and output 

to make the whole generator training better. The following focuses on the DSCRB module. 

2.2. DSCRB 

Residual blocks adopted in this paper are based on depth separable convolution. Before feature 

extraction using depth separable convolution, channel attention module and space attention module are 

added to make the network pay more attention to the specific details of the object in the image and highlight 

the features of important objects in the image. Resulting in higher quality images. Fig. 2 shows the DSCRB 

adopted in this paper. 
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Fig. 2 Text DSCRB 

Channel attention module aims to focus on which of the input feature maps are meaningful, that is, to 

judge the importance of the input feature channels, and then allocate appropriate weights so that the network 

can extract more useful and detailed feature maps. As a supplement of channel module, spatial attention 

module is designed to focus on the most informative parts of the feature map. And after each module, the 

generated attention feature map needs to be multiplied by the input feature map of the module for adaptive 

feature refinement. 

In DSCRB, the input feature map F is firstly passed through AvgPoolling and MaxPoolling respectively, 

get two feature maps and input them into the multi-layer perceptron which activation function is LeakReLU, 

then add the two feature maps output by the perceptron and activate by Sigmoid to generate the final channel 

attention feature map MC. MC multiplied by F to get F' and input F' into the spatial attention module, put F' 

into global maximum pooling and global average pooling and make channel splicing of the two feature 

graphs obtained. And then dimension reduction to one channel by a 7×7 convolution operation, after the 

Sigmoid function get spatial attention characteristic feature map MS. Finally, multiply MS and F' to obtain the 

final feature map F''. F' through three depths separable convolution and LeakyReLU activation function 

yields the output of a DSCRB. 

2.3. Depth Separable Convolution 

Fig. 3 shows the specific operation of standard convolution. Assume that the number of input channels 

be 3 and the size of convolution kernel be 3×3×3. The process of a convolution kernel completing a 

convolution is that the convolution kernel is convolution with the corresponding channel map of the input 

layer respectively, and a channel feature map of the output layer is obtained by adding. The number of output 

channels is consistent with the number of convolution kernels. In Fig. 3, the number of convolution kernels 

is 4 in order to obtain four output characteristic plots. To extend to the general situation, set the input feature 

map is DI × DI × M, output feature map is DO × DO × N, and the size of the convolution kernel as, then the 

calculation formula of the parameter number of the standard convolution is shown in (2). For the standard 

convolution process shown in Fig. 3, the number of convolutional layer parameters is 3*3*3*4, namely 108. 

 
1 K KP D D M N=      (2) 

However, with the development of deep learning, the neural network layers get deeper and deeper, the 

network is more and more complex, and the number has increased dramatically, computer overhead also 

becomes more and more big, make training becomes more and more difficult, the depth separable 
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convolution [13] subsequently put forward, under the condition of ensuring the performance of the model, 

the problem of large number of network parameters is solved, It makes the motion deblurring algorithm of 

light weight image feasible. 
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Fig. 3 Schematic diagram of standard convolution 
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Fig. 4 Schematic diagram of depth separable convolution 

The core idea of depth separable convolution is to split standard convolution into deep convolution and 

point by point convolution. Fig. 4 shows the specific operation of depth separable convolution. Deep 

convolution operation is to convolution each channel of the input feature map with the convolution kernel of 

3×3×1 respectively, and ensure the invariable number of feature graphs while extracting features from the 

input feature graph. Then, the output of deep convolution is convolved point by point through 1×1×M 

convolution check, and N feature graphs are finally obtained. The calculation formula of the total amount of 

depth-separable convolution parameters is shown in (3). For the feature map with input of 5×5×3 as shown 

in Fig. 4, a feature map of 3×3×4 is generated through depth separable convolution, and the number of 

parameters of the convolution layer is 3*3*3+1*3*4, equals 39. 

Compared with standard convolution, the number of parameters of depth separable convolution is about 

1/3 of that of conventional convolution under the same input and output of 4 feature maps. Therefore, on the 

premise of the same number of parameters, the neural network using depth separable convolution has lower 

space consumption and is more lightweight. 

 
2 1K KP D D M M N=   +    (3) 

The ratio P between depth separable convolution and standard convolution computation is shown in Eq. 

(4). Using deeply detachable convolution operation can significantly reduce the number of deblurring 

network parameters and make the network more lightweight. 

 
2

1 1 1K K

K K K

D D M M N
P

D D M N N D

  +  
= = +

  
 (4) 

2.4. Up-Sampling Module 

The operation of inputting a low-resolution image and generating a high-resolution image is called the 

up-sampling operation. Transposed convolution is used for up-sampling in DeblurGAN. Although this 

algorithm generates better images than the traditional UnPooling up-sampling algorithm, the conventional 

Transposed convolution operation is likely to cause uneven overlap between pixels in two-dimensional 

images, and the most typical result is the occurrence of high checkerboard artifacts in recovered images. 

PixelShuffle [14] up-sampling algorithm adopted in this paper can reduce such artifacts to some extent. In 

this algorithm, the low-resolution feature image is obtained by convolution and multi-channel recombination. 

The operation process is shown in Fig. 5. 

In the Fig. 5, the first three images from left to right are used for feature extraction of low-resolution 

images with input W×H to generate a feature map with channel number R2 and size W×H. R is the 

amplification factor of up-sampling. In this paper, R equals 2. Then divide a low-resolution pixel into R2. 
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Fig. 5 Operation procedure of PiexlShuffle 

Small cells, and fill these small cells according to certain rules. Divide and fill each low-resolution pixel 

with this algorithm, which completes the process of pixel reorganization. Since the neural network is 

learnable, the weights of R2 recombination channels can be adjusted during the recombination to further 

optimize the generated results. So as to produce higher quality high-resolution images with width W×R and 

height H×R. 

2.5. Discriminator Structure 

The discriminator outputs the probability value of the real clear image and the image generated by the 

generator to judge the authenticity of the image and optimize the generator according to the probability value 

of the output. ISOLA et al. [15]proposed the PatchGAN discriminator. The basic idea is to randomly cut the 

input image into multiple N×N small images (patches), and the result of each Patch Xij represents the 

discrimination result of a certain area in the original image. The discriminator averages the results of each 

Patch to get the final output result. This training makes the model pay more attention to the details of the 

image, which helps the generator to produce better details and sharper edges. The specific structure of the 

discriminator in this paper is consists of five 4×4 convolution layers. The first layer is followed by the 

LeakyReLU activation function, the next three layers have been added with an Instance Norm layer and the 

LeakyReLU activation function. The last layer adds Sigmoid function activation as the final output. 

2.6. Relative Discriminator Loss 

Standard GAN still has many problems, such as gradient disappearance and mode collapse [17]. Usually, 

in the fight against network trained, the generator and discrimination network is a kind of interval training 

mode, when training generator, fixed his discriminant network parameter optimization, on the other hand, the 

discriminant unit training, fixed generator network parameter optimization, the interval training way makes it 

hard for traditional generated against network training, It is difficult to determine when the generator and 

discriminator reach dynamic equilibrium, making training very unstable. 

An improvement on GAN is Relativistic GAN [18]. It uses a relativistic discriminator to calculate the 

probability that a given real data is more real than the fake data generated by the generator. In the Standard 

GAN, the function of the discriminator is to score the authenticity of the data and determine the probability 

that the input image is real, which will lead to the high score of the real data. According to GAN, while 

discriminators are trained to improve the probability of false data being true, they should also reduce the 

probability of true data being true, which can explain a prior knowledge that half of the images input by 

discriminators are false. 

In this paper, a Relativistic Average Discriminator (RaD) proposed in relative GAN is used to replace 

WGAN-GP [16] in DeblurGAN, which makes model training more stable and efficient. The formula of 

relative average discriminator is shown as follows: 

 ( , ) ( ( ) [ ( )])Ra r f r Xf fD X X C X E C X= −  (5) 

where Xr represents the real clear image, Xf represents the generated deblurring image, and σ represents the 

sigmoid function, Exf denotes the operation to find the mean of all generated images of a batch. The result of 

the above formula represents the probability that a given real data is truer than a random sample of fake data. 

According to the definition of relative average discriminator, the generator and discriminator loss 

function are modified. The loss function of the generator and discriminator after modification is given below, 

and the calculation formulas are shown in (6) and (7) respectively: 

 a [log( ( , ))] [log(1 ( , ))]R

D Xr Ra r f Xf Ra f rL E D x x E D x x= − − −  (6) 
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 a

per[log(1 ( , ))] [log( ( , ))]R

G Xr Ra r f Xf Ra f rL E D x x E D x x L= − − − +  (7) 

where L
Ra

D  is the discriminator loss function, L
Ra

G  is the generator loss function, where, Xr represents the real 

clear image, Xf represents the generated deblurring image, Lper represents the operation of finding the mean 

value of the generated image of a batch. Is the content loss function. In this experiment, λ is 100. 

2.7. Content loss 

The content loss in this paper abandons the traditional L1 and L2 loss. The L1 loss is the mean absolute 

error (MAE), which is the sum of the absolute values of the difference between the target value and the 

predicted value. The L2 loss, or mean square error (MSE), is the sum of squares of the difference between the 

predicted value and the target value. However, because these two kinds of losses are averaged in pixel space, 

using these two kinds of losses as the only optimization will lead to a higher degree of blur in details of the 

image. This paper uses perceptual loss [19] as content loss. Make the restored image better in detail. 

Perceived loss is defined as the difference in feature graph between the image generated by generator and the 

real clear image after passing through VGG-19 network Conv3.3 layer. Perceived loss is defined as follows: 

 
2

1 1

1
( ( ) ( ( )) )

ij ijW W

per ij s xy ij s xyx y
ij ij

L I G I
W H

 
= =

= −   (8) 

3. Experiment and result analysis 

In order to verify the efficiency of the algorithm in this paper, this section discusses the experimental 

data set, experimental settings and result analysis, and compares the subjective visual level and objective 

evaluation indicators. The blurred image into the generator network, output to the blur image and calculate 

the generator losses, then the generated image and clear images of real incoming test apparatus, and calculate 

the discriminant loss and update for the generator and discriminant network optimization, the final training 

model to achieve a sense of stability, generation to blur the good image. 

3.1. Experimental Data 

The selection of training data set is the key factor to determine whether the model has good deblurring 

performance. The blur image of the early training set is obtained by convolution the blur kernel with the 

clear image. However, the blur image scene generated by this algorithm is too single, resulting in poor 

generalization ability of the model. Nah et al. [10] proposed a new image generation algorithm and then 

generated GOPRO data set. They used high-speed cameras to shoot videos and extracted connected short 

exposure frames for average, so as to obtain blur images. The algorithm can simulate complex camera shake 

and object motion, and produce images that are closer to the real scene. From this. The experiment in this 

paper adopts GOPRO training set for training, which consists of 2103 blur and clear image pairs with a 

resolution of 720p, and uses 1100 test sets to test images. 

3.2. The Experimental Setup 

The Pytorch open-source framework for deep learning was used in this experiment. The CPU was 

configured as Intel Core I7-7700HQ, and GPU is NVIDIA GeForce GTX 1080Ti, and the memory size was 

12GB. The algorithm model is trained on Ubntu18.04 platform. The input data was GOPRO training set and 

randomly cropped to 256×256 images. Adam optimizer was used as the optimizer, and the exponential decay 

rate β1 of the first-order moment estimation of momentum parameters was set as 0.5, making the proportion 

of momentum and gradient the same. The exponential decay rate β2 of the second-order moment estimation 

was set as 0.999. A total of 500 epochs were trained, and batchsize set to 1. Because the learning rate setting 

is too large, it is difficult to find the optimal solution, and the setting is too small, which makes the training 

too slow. Therefore, in the experiment of this paper, the learning rate is set as 0.0001 for the first 150 times, 

after which the learning rate linearly decayed to 0. In order to reduce the over-fitting of the model, the 

Dropout [20] strategy is adopted in the training process, that is, during the training process, some neurons are 

randomly discarded according to a certain probability. The Dropout in this paper is set to 0.5, that is, half of 

neurons are randomly discarded for training. 

3.3. GOPRO Data Set Comparison 

489

http://www.youdao.com/w/convolution/#keyfrom=E2Ctranslation


  

For the task of blind image deblurring, this paper selects two blur images from GOPRO data set and 

uses the algorithm proposed in this paper and other algorithms to conduct image deblurring experiments. The 

comparison results of objective evaluation indexes of different algorithms are shown in Table Ⅰ, and the 

subjective effects are shown in Fig. 6. Among them, Xu [4] and Kim et al [5]. based on the non-blind 

deblurring algorithm. Although such algorithms have certain effects, they have poor processing of image 

edges. CNN-Deblur [9] algorithm uses convolutional neural network to estimate the probability distribution 

of motion blur and estimate the blur kernel for deblurring. However, the algorithm cannot accurately 

estimate most of the blur kernel on the GOPRO data set, and the deblurring effect is poor. DeepDeblur [10] 

adopts end-to-end multi-scale algorithm. Although the blur removal effect is significantly better than the 

previous algorithms, details are relatively blur. Deblur-GAN [12] algorithm and GR-Deblurgan [21] 

algorithm are both based on the end-to-end Deblur of generative adversarial nets, which are superior to other 

algorithms in terms of overall and details. Compared with Deblur-GAN, the proposed algorithm is 0.92 

higher in PSNR index, 0.011 higher in SSIM index, and better than other algorithms in image details 

processing, such as font display on the wall and license plate number. It also shows that the proposed 

deblurring model has obvious advantages over other algorithms in image deblurring task. 

 

 
               Blur Image       Xu et al        CNN-Deblur     DeepDeblur     Deblur-GAN       Ours            Sharp Image 

Fig. 6 Comparison of deblurring results on the GOPRO test set 

TABLE I.  Deblurring performance evaluation on gopro data set 

 Xu et al Kim et al CNN-Deblur Deep Deblur Deblur-GAN GR- DeblurGAN Ours 

PSNR 24.81 23.64 24.64 29.08 28.42 27.7 29.34 

SSIM 0.884 0.823 0.842 0.913 0.917 0.923 0.928 

3.4. Comparison on the Kohler Datasets 

Kohler data set [22] consists of 48 images, including 4 scenes, and each scene is processed by 12 

different convolution kernels, which is used to evaluate the benchmark data set of blind deblurring algorithm. 

The results of different algorithms are shown in Table II. As the blur kernel of Xu et al. and other algorithms 

is known, the PSNR is higher than that of other algorithms, followed by the algorithm in this paper, which is 

higher than Deblur-GAN 0.22. However, in terms of SSIM, the algorithm in this paper is the best, which is 

higher than Deblur-GAN 0.007. It can be seen that the algorithm in this paper has excellent overall 

performance in objective evaluation indexes. The subjective image is shown in Fig. 7. This paper selects two 

different scenes and compares them with DeepDeblur algorithm. The algorithm in this paper has a strong 

ability of blurring blurred images both in terms of the whole and details. 

In summary, the recovery performance of the proposed algorithm is superior to other algorithms on 

Kohler datasets, which proves the effectiveness of the proposed algorithm. 

490



  

 

 

Blur Image                                                                  DeepDeblur                   Ours 

Fig. 7 Comparison of deblurring results on the Kohler test set 

TABLE II.  Deblurring performance evaluation on gopro data set 

 Xu et al CNN- Deblur Deep Deblur Deblur- GAN Ours 

PSNR 27.41 25.22 26.21 26.10 26.32 

SSIM 0.750 0.773 0.807 0.815 0.822 

3.5. Calculate Efficiency and Number of Parameters 

In addition to objective indicators and subjective effects, the running time of each model applied to a 

single image and the number of model parameters are also important indicators to measure the computational 

efficiency of an algorithm model. The shorter the running time, the smaller the number of parameters, the 

smaller the algorithm complexity of the model. In this paper, the above algorithms are selected to test the 

running time of each model for a single image on GOPRO data set and Kohler data set respectively. All the 

tests are based on GPU-accelerated test on the same platform. The results are shown in Table III. 

TABLE III.  Running time and parameter number of different algorithms on two datasets 

 Xu et al CNN- Deblur Deep Deblur Deblur- GAN Ours 

GOPRO times(S) 13.41 1200 4.3 0.91 0.48 

Kohler times(S) 12.59 1200 4.3 0.62 0.35 

Parameter (MB)   37 52 303 23.2 11.9 

It can be seen from Table III that Xu et al and other algorithms based on non-blind blur removal do not 

need to estimate the blur kernel, and the time and space consumption are small. The CNN-Deblur algorithm 

proposed by Sun and other algorithms need to estimate the blur probability distribution to estimate the blur 

kernel, and then realize deconvolution through deconvolution. Although the space consumption is not large, 

the time consumption of a single image is too large which cannot meet the practical application. The time 

consumption of DeepDeblur algorithm is greatly reduced due to the end-to-end approach. However, as the 

model adopts a coarse-to-fine multi-scale model, the number of parameters is large. Deblur-GAN algorithm 

has a significant improvement in running time and parameter number compared with previous algorithms. In 

this paper, depth-separable convolution is used to replace traditional convolution and attention module is 

added, so the algorithm in this paper is only half of Deblur-GAN in both running time and model parameters. 

It fully shows that the algorithm in this paper has short running time, small number of parameters and small 

algorithm complexity. 

4. Conclusion 
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To solve the problem of image blur, this paper proposes an image deblur algorithm based on depth 

separable convolution lightweight generative adversarial network. It makes the network training more stable 

and ensures that the model is more lightweight, while generating clearer details and more realistic pictures 

overall. Experimental results prove that the algorithm presented in this paper has significant deblurring effect 

in different data sets and consumes less time and space. 

However, the algorithm is not good for large size blur kernel processing, and the generalization ability 

and recovery details of the algorithm need to be improved, which is also the focus of future work. 
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